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Moment quantization and (A-adic) discrete–continuous
wavelet transform theory

C R Handy and R Murenzi
Department of Physics and Center for Theoretical Studies of Physical Systems, Clark Atlanta
University, Atlanta, GA 30314, USA

Abstract. We establish how moment quantization directly leads to a complete (A-adic) discrete–
continuous wavelet transform theory in contrast to the approximate reconstruction methods
published earlier (1996Phys. Rev.A 543754, 1997J. Phys. A: Math. Gen.304709).

1. Introduction

Wavelet transform theory (Chui 1992) defines an efficient multiscale tool with regards to
the time-frequencyor space-scaleanalysis of images and signals, detection and recognition
of objects (Antoineet al 1995), and the numerical analysis of many-body quantum systems
(Tymczak and Wang 1997). Whereas Fourier analysis is inappropriate for studying localized
(transient) structures, wavelets are specifically well adapted to address such problems ever since
the formulation by Grossmann and Morlet (1984). These general observations apply to all three
types of wavelet formalisms: (i) the continuous wavelet transform (CWT); (ii) the discretization
of CWT, to be referred to as DCWT (Daubechies 1991); and (iii) the purely discrete formulation
(DWT), as represented through Daubechies’ pioneering work with orthnormal wavelets (1988).

Wavelet analysis is an intrinsically multiscale formalism for analysing important,
localized, transient effects. An important class of problems that can benefit from such
analytical tools are those corresponding to Schrödinger Hamiltonians with strongly coupled
interactions, or those requiring semiclassical analysis. These systems are sensitive to the
singular perturbation (Bender and Orzag 1978) contributions associated with the underlying
turning points (hypersurfaces). Such (multidimensional) problems can be studied through
wavelet methods based in part on the formalism presented here (Handyet al 1999).

For such types of continuous systems, the corresponding continuous structure of both
CWT and DCWT highly recommends them as appropriate analytical/numerical tools. This is
a welcomed contribution, since relatively little work had been done, during the formative
‘wavelet’ years, in incorporating CWT and DCWT into quantum operator theory (Paul
1984, Plantevin 1992). An important limitation had been the overcomplete nature of the
underlying wavelet basis and their nonorthogonality. Through the adoption of a moment-based
reformulation, one can circumvent these difficulties. In contrast, through the development of
discrete orthonormal wavelets, DWT has established itself as a very powerful tool in the
multiresolution analysis of discrete systems.

The recent works by Handy and Murenzi (HM) (1996, 1997, 1998a, b, 1999) mark a
significant first step in the systematic integration of CWT (and DCWT, as developed in this
paper) into quantum mechanics. This has primarily come about through the discovery of the
important, complementary, role moment quantization (MQ) (Tymczaket al 1998a, b, Handy
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et al1988a, b) plays in facilitating the incorporation of CWT/DCWT methods in the analysis of
Schr̈odinger operator problems with rational fraction potentials. Almost all physical processes
can be described by such potentials (or transformed into such form); therefore, these define a
sufficiently broad class of relevant and important problems. For such systems, as established
in the very recent work by HM (1998a, b), MQ and CWT are equivalent and inseparable.

The preceding narrative may suggest that MQ is to be defined only through the works
cited. However, the broader connotation of MQ, as implied here, is to also refer to
all techniques for determining the physical values for the scaled and translated moments
µa,b(p) ≡

∫
dx xpG( x−b

a
)9(x), involving the desired configuration,9, and a specified

function,G (which can either be a scaling function,S, or the generator corresponding to a
given mother waveletfunction,W = ∂iG). These are discussed below. For a sufficiently
broad class ofG-functions, the underlying linear (Schrödinger) differential equation can be
transformed into a closed, coupled set of linear (partial) differential equations (with respect
to the scale,a, and translation,b, variables) involving theµa,b(p). The importance of such
moment differential relations had been overlooked by the CWT community, in general, but
conveniently exploited in the works by HM.

Given the equivalency between MQ and CWT, as established by HM’s earlier works,
the major contribution of this work is the extension of this philosophy to the DCWT case as
well. From the perspective of MQ, we present an MQ-DCWT formalism that is immediately
accessible, and which serves to clarify the approximate nature of previous efforts (HM 1996,
1997), as viewed from the MQ perspective.

In order to facilitate logical progression in this work, we quickly review the essential
underlying formalism, and outline the results to be derived.

LetQ(x) =∑2N
n=04(n)x

n be a given, even degree, polynomial satisfying4(0) = 1, and
4(2N) > 0. Define the scaled (a > 0) and translated (b ∈ (−∞,+∞)) moments,

µa,b(p) =
∫

dx xpe−Q(
x
a
)9(x + b) (1.1)

of the (unknown) bound state wavefunction,9. According to HM (1996, 1997, 1998a, b,
1999), for one-dimensional Schrödinger potential problems with rational fraction potentials,
these moments will satisfy a(1+ms)-dimensional (ms is problem dependent), linear, first-order
coupled differential equation with respect to the inverse scale variable,1

a
:

∂ 1
a
Eµa,b =M[a, b,E] Eµa,b (1.2)

where Eµa,b ≡ (µa,b(0), . . . , µa,b(ms)). The matrixM[a, b,E] is readily determinable and
depends on the energy variable,E, as well. The moments involved in equation (1.2) are
referred to as themissing moments. These coupled equations define an initial value problem in
which knowledge of the physical values forEµ∞,b andE enable the generation of all moments,
for all scale and translation parameter values. TheEµ∞,b andE are determined through MQ
analysis.

In the zero-scale limit, the asymptotic behaviour of the moments can be used to recover
9(b):

Lima→0µa,b(p) = a1+pν(p)9(b) (1.3)

providedν(p) ≡ ∫ dx xpe−Q(x) 6= 0. This procedure yields excellent pointwise results (HM
1996, 1997, 1998a, b, 1999). However, it does not offer a manifestly global representation
of the underlying multiscale contributions that generate the local, pointwise, structure of9

(as represented in Daubechies’ dyadic expansion in equation (1.9), or the alternative DCWT
representation derived in section 3). This is where wavelets make an important contribution.
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The above formalism is manifestly non-wavelet. However, it has been shown (HM
1998a, b) (and briefly rederived in section 3) that asymptotic moment limits of the above
type correspond exactly to the CWT signal-wavelet inversion formula:

9(b) = 1

ν

∫ +∞

0

da

a
5
2

∫ +∞

−∞
dξ D

(
ξ − b
a

)
W9(a, ξ) (1.4)

where the wavelet transform is defined by

W9(a, ξ) = 1√
a

∫ +∞

−∞
dxW

(
x − ξ
a

)
9(x) (1.5)

involving a suitablemotherwavelet function,W(x), with corresponding dual:D(x).
In terms of their Fourier transforms (i.e.̂W(k) = 1√

2π

∫
dk e−ikxW(x), etc) the mother

wavelet and dual are acceptable so long as the product of their Fourier transforms satisfy the
relation,

−k∂kŜ(k) =
√

2πŴ(k)D̂(k) (1.6)

whereS is an arbitrary well-behaved, integrable function that must satisfyν ≡ ∫ dx S(x) 6= 0.
So long asW andD define a satisfactoryscaling function, S, equation (1.4) holds. Different
choices of scaling functions will affect the integrability characterstic of equation (1.4) (refer
to the discussion following equation (3.2) for clarification of this point).

All of the problems studied by HM use special, infinitely differentiable, scaling functions
whose closed-form structure allowed them to bypass the explicit consideration of mother
wavelet and dual functions. However, in principle, faster recovery of9(b) can be achieved
by selecting a mother wavelet and dual function whose associated scaling function may not
have the aforementioned ‘nice’ properties (i.e. finitely differentiable and/or not obtainable in
closed form, etc). In such cases, the HM formalism can only generate the wavelet transform,
which must then be integrated through the inversion relation given in equation (1.4). The two-
dimensional integration character, of such an inversion procedure is numerically unattractive
and motivates the desire to obtain an equivalent DCWT formalism, as presented in this work.

If one regards the translated and scaled copies of the dual function as a basis,

B =
{
D
(
ξ − b
a

)
|a > 0, |b| <∞

}
(1.7)

it is overcomplete, since different choices of mother wavelets,Wi , lead to different sets of
wavelet transform coefficients,{Wi9(a, ξ)|a > 0, |ξ | < ∞}, each generating the same
configuration,9.

Many of the popular mother wavelets correspond to expressions of the typeW(x) =
N ∂ixe−Q(x) =

∑J
j=0 Cj xje−Q(x), for i > 1, andQ(x) as defined previously. It then follows

that the wavelet transform is a linear superposition of the moments

W9(a, b) = 1√
a

J∑
j=0

Cj
aj
µa,b(j). (1.8)

For rational fraction potential problems, the moments{µa,b(p)|p > 1 + ms} linearly
depend on themissingmoments,{µa,b(`)|0 6 ` 6 ms}. Once the latter are determined
through MQ analysis and integration of equation (1.2), all of the moments, for a given scale
and translation,(a, b), are determined, as well as the wavelet transform,W9(a, b).

Knowledge of the wavelet transform allows us to view equation (1.4) as a global
representation of the multiscale contributions definining the local structure of9 atb. However,
the continuous two-dimensional structure of this integral representation can make any ensuing
analysis difficult. For this reason, the realization of a discretized analogue is important. To this
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extent, the works by HM cite Daubechies’ dyadic approximation, for theMexican hatmother

wavelet and dual,Wh(x) = Dh(x) = −Nh∂2
xe−

x2

2 whereNh ≡ 2√
3
√
π

:

9(x) ≈ 2

6.819

∑
l,j

Wl,j

1√
2l
Wh

(
x − j2l

2l

)
(1.9)

whereWl,j ≡ W9(2l , j2l).
The structure of this relation is very appealing, since it suggests that the dyadic copies of

the (wavelet) dual define a basis. However, the limited use of this dyadic formula failed to
yield as good a convergence to9(b) as did the integration of equation (1.2) combined with the
asymptotic formulae in equation (1.3). Indeed, from an MQ perspective, equation (1.9) is an
approximation to the exact expression. Refer to the discussion pertaining to equation (3.21).

We clarify this important point. Let Re⊂ (0,∞) × (−∞,+∞) denote the subset of
the(a, b) wavelet transform parameter space within which the Runge–Kutta (RK) integration
of equation (1.2) is numerically stable. Then HM’s investigations showed that the generated
Wl,j wavelet coefficients corresponding to(a = 2l , b = j2l) ∈ Re , for a limited range of
(l, j) values, did not reproduce the quantum configuration states as well as the asymptotic
estimates corresponding to equation (1.3). In order to better understand a possible source
for this discrepancy, we were motivated to understand (from the MQ perspective) the exact
structure of the DCWT representation for equation (1.4).

One of the results of this work is the derivation of the exact DCWT representation
of equation (1.4), from the MQ perspective. This is done in section 3 (refer to either
equation (3.19b), (3.20), or (3.22)). The DCWT formulation to be presented yields comparable
results to those published previously by HM, when used to the same expansion order, and
improves upon these when the expansion order is increased (i.e. when greaterl values are
allowed). This is discussed in section 4.

2. Moment-wavelet quantization

In this section we develop more fully some of the key concepts essential to this work. The
technical details are given in the cited references.

The multiscale efficiency of wavelets derives from its key objective: to understand the
interplay between ‘dynamical’ structures at different scales, particularly in terms of how larger-
scale effects impact smaller-scale behaviour. A simple relation that captures the essence of
this is the generalized moment expression:

Ua,b ≡ 1

ν

∫
dx S

(
x − b
a

)
9(x) (2.1)

involving the (unknown) bound state wavefunction,9, and a sufficiently well-behaved kernel
(‘scaling’) function,S, satisfyingν ≡ ∫ dx S(x) 6= 0 and|ν| <∞. The scale and translation
parameters area > 0 andb ∈ (−∞,+∞), respectively. In the small-scale (continuum) limit,
we have

Lima→0
Ua,b
a
= 9(b). (2.2)

As previously noted, this simple asymptotic relation directly leads (and is equivalent) to
the standard signal-wavelet CWT reconstruction formula in equation (1.4).

We may view equation (2.2) as an analytical microscope by which the pointwise behaviour
of 9(b) is generated through successive ‘fine tuning’ of the scale parameter variable defining
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Ua,b, starting ata = ∞ and proceeding toa = 0. These types of expressions were studied, in
a similar context, almost 20 years ago by Handy (1981).

In order to understand the interplay between the various scales (i.e. how effects at scale
‘a’ affect things at smaller scales,a′ < a), it is natural to study the differential expressions

∂aUa,b = − 1

νa2

∫
dx (x − b)S(1)

(
x − b
a

)
9(x) (2.3a)

∂bUa,b = − 1

νa

∫
dx S(1)

(
x − b
a

)
9(x) (2.3b)

and their higher-order generalization,∂ma ∂
n
bUa,b, which involve the summation of integrand

terms of the form(x − b)pS(q)( x−b
a
), (i.e.∂qx S ≡ S(q)) for varying combinations ofp andq.

Relating all of these differential expressions is greatly simplified if the scaling function
satisfies

∂nxS(x) = Pn(x)S(x) (2.4)

wherePn(x) is a polynomial (i.e.S(x) = e−Q(x), for an appropriate polynomial,Q). Under
this assumption, it is then sufficient to consider the multiscale interactions of the generalized
moments

µa,b(p) ≡
∫

dx xpS
(x
a

)
9(x + b). (2.5)

In the infinite-scale limit,a→∞, these converge to finite sums involving the moments:

Lima→∞ µa,b(p) = µ∞,b(p) =
p∑
ρ=0

(
p

ρ

)
(−b)p−ρµ(ρ) (2.6)

where

(
p

ρ

)
≡ p!

(p−ρ)!ρ! andµ(ρ) ≡ ∫ dx xρ9(x), assumingS(0) ≡ 1.

One convenient feature of theµa,b(p) is that for a broad class of scaling functions (not just
those corresponding toS(x) = e−Q(x) whereQ is a polynomial), in any space dimension, the
moments will satisfy a finite difference equation in ‘p’, of order 1 +ms , that is straightforward
to generate and solve through MQ analysis.

Limiting the discussion to one dimension, for simplicity, consider the Schrödinger operator
eigenenergy problem

−∂2
x9(x) + V (x)9(x) = E9(x) (2.7)

where the potential is a rational fraction

V (x) =
∑T

i=0N (i)xi∑B
j=0D(j)xj

. (2.8)

The configuration8a,b(x) ≡ e−Q(
x
a
)9(x+b), also satisfies a second-order differential equation

−
(
∂2
x8a,b(x) +

2

a
Q′
(x
a

)
∂x8a,b(x) +

1

a2

[
Q′′

(x
a

)
+
(
Q′
(x
a

))2
]
8a,b(x)

)
+ V (x + b)8a,b(x) = E8a,b(x). (2.9)

Through the standard MQ formalism (Tymczaket al 1998a, b, Handyet al 1988a, b,
Handy and Bessis 1985), one can transform this differential equation into a homogeneous,
linear finite difference equation of order 1 +ms (ms = Max{T ,B} − 1) for the moments of
8a,b(x), theµa,b(p). As such, the moments{µa,b(p)|p > ms + 1} will be linearly dependent
on the first 1 +ms moments (themissingmoments),{µa,b(`)|06 ` 6 ms}, as represented by

µa,b(p) =
ms∑
`=0

Ma,b,E(p, `)µa,b(`) (2.10)
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wherep > 0, and the energy,E, dependentM-coefficients are readily obtainable. Self-
consistency requires that for the missing moment indices we have:Ma,b,E(`1, `2) = δ`1,`2, for
06 `1, `2 6 ms .

So long asQ(x) (i.e. a rational fraction) grows slower (in any complexx-direction) than
the JWKB asymptotic estimate (Bender and Orzag 1978), theµa,b(p), will be regular inα ≡ 1

a
,

making the integration of equation (1.2) free of any singularities near the origin with respects
to theα, inverse scale, independent variable. The case of the Bohr potential (via the Mexican
hat wavelet) differs from this, as discussed in HM (1997).

Taking all the above into account, and further restrictingQ(x) to be an even degree
polynomial,Q(x) = ∑2N

n=04(n)x
n, we obtain equation (1.2) as follows. Consider the first-

order derivative relations (note thatµα,b(p) ≡ µa(α),b(p)):
∂αµα,b(p) = ∂α

∫
dx xpe−Q(αx)9(x + b) (2.11a)

or

∂αµα,b(p) = −
∫

dx xp+1Q′(αx)e−Q(αx)9(x + b) (2.11b)

becoming

∂αµα,b(p) = −
2N∑
n=0

nαn−14(n)µα,b(p + n). (2.11c)

From equation (2.10), upon making the appropriate substitution,µα,b(p + n) =∑ms
`=0Mα,b,E(p + n, `)µα,b(`), we obtain

∂αµα,b(p) =
ms∑
`=0

(
−

2N∑
n=0

nαn−14(n)Mα,b,E(p + n, `)

)
µα,b(`). (2.12)

Restricting 06 p 6 ms , we obtain (i.e. equation (1.2))

∂α


µα,b(0)
µα,b(1)
·
·
·

µα,b(ms)

 =

M0,0[α, b,E] · · ·M0,ms [α, b,E]
M1,0[α, b,E] · · ·M1,ms [α, b,E]

· · ·
· · ·
· · ·

Mms,0[α, b,E] · · ·Mms,ms [α, b,E]




µα,b(0)
µα,b(1)
·
·
·

µα,b(ms)

 (2.13)

where theM`1,`2[α, b,E] matrix elements are defined through equation (2.12).
Utilizing any of the various MQ formalisms (Handy 1999a, Handyet al 1999, Tymczak

et al 1998a, b, Handyet al 1988a, b, Killingbecket al 1985, Handy and Bessis 1985,
Blankenbecleret al1980), we can determine the physical bound state energy and corresponding
(infinite-scale) missing moments,E, {µ(`)|` 6 ms}, respectively. Through equation (2.6),
these missing moments can be used to determine the infinite-scale missing moments at point
b, {µα=0,b(`)|` 6 ms}. In this manner, we can integrate equation (2.13), and through
equation (2.2) recover the pointwise structure of the bound state configuration,9(b). More
generally, so long asν(p) ≡ ∫ dx xpS(x) 6= 0, one has a larger number of asymptotic relations
through which to recover9(b):

Limα→∞(αp+1µα,b(p)) = ν(p)9(b). (2.14)

It is also possible to determine the energy and missing moment values directly from
equation (2.13), this is discussed elsewhere (Handy 1999b, Handyet al 1999).

We will use the above formalism to generate the wavelet transform coefficients for the
dyadic scale and translation parameter values required in the MQ-DCWT reconstruction
formula(e) derived in the following section.
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3. Deriving the CWT/DCWT inversion formulae

3.1. The CWT transform and its inverse

As noted in the previous sections, the asymptotic relation in equation (1.3), or equation (2.14),
yields a pointwise convergent formalism for recovering the physical wavefunction
configuration. This approach works very well, as documented in the various cited works
by HM. We want to generate a global reconstruction formalism which manifestly incorporates
the multiscale features inherent to the representation in equation (1.3). We briefly review the
derivation of the inverse CWT transform formula given by HM (1998a, b). We will use this in
motivating the inverse DCWT transform formula(e) derived in section 3.2.

Consider the generalized, affine (convolution) transform, of a configuration9(x)

US [a, b] ≡ 1

ν

∫ ∞
−∞

dx

a
S
(
x − b
a

)
9(x). (3.1)

Note thatUS [a, b] = 1
a
Ua,b, as defined in equation (2.1).

The scaling function,S, is arbitrary, provided it is integrable and its zeroth-order moment
is nonzero (ν ≡ ν(0) 6= 0). Also, for our purposes, it must be differentiable. The zero-scale
limit becomes

Lima→0US [a, b] = 9(b). (3.2)

Clearly, this relation emulates the Dirac integral
∫

dx δ(x − b)9(x). The rate of convergence
is determined by the choice ofS. Generally, faster convergence to9 is determined by the
extent to whichν(i) = ∫ dx xiS(x) = 0, for 16 i 6 I . The greater is ‘I ’, the faster is the
convergence. This is readily apparent upon shifting byx → x + b, performing the change
of variablesy = x

a
, and expanding9(b + ay) = ∑

i=0
9(i)(b)(ay)i

i! , all within the integral for
US [a, b].

We can rewrite equation (3.2) as

−
∫ ∞

0
da ∂aUS [a, b] = 9(b) (3.3)

sinceUS [∞, b] = 0. Substituting equation (3.1) yields

9(b) = 1

ν

∫ ∞
0

da

a2

∫ ∞
−∞

dx F
(
x − b
a

)
9(x) (3.4)

wherea−2F( x−b
a
) = −∂a[ 1

a
S( x−b

a
)] = a−2{S( x−b

a
) + x−b

a
S ′( x−b

a
)}, or

F(z) = ∂z[zS(z)]. (3.5)

The relation in equation (3.4) only integrates over all scales. In order to obtain a result
which also integrates over all translations, one must rewriteF as a convolution integral:

F
(
x − b
a

)
=
∫ ∞
−∞

dξ

a
W
(
x − ξ
a

)
D
(
ξ − b
a

)
(3.6)

(note the rhs= ∫∞−∞ dξ
a
D( x−ξ

a
)W( ξ−b

a
)) for arbitraryW andD, provided the respective Fourier

transforms satisfy

F̂(k) =
√

2πŴ(k)D̂(k). (3.7)

Inserting equation (3.6) into (3.4) results in

9(b) = 1

ν

∫ ∞
0

da

a
5
2

∫ ∞
−∞

dξ,D
(
ξ − b
a

)
W9(a, ξ) (3.8a)
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where

W9(a, ξ) ≡ 1√
a

∫ ∞
−∞
W
(
x − ξ
a

)
9(x) (3.8b)

denotes the wavelet transform of9.
Combining equations (3.5) and (3.7) one obtains

−k∂kŜ(k) =
√

2π Ŵ(k)D̂(k) (3.9)

as cited earlier. Note that̂F(0) = 0, from equation (3.5); consequently, one assumes that
Ŵ(0) = 0.

3.2. The DCWT inversion algorithm

The first important observation in defining a discretized counterpart to equation (3.8) is to
define a general partitioning for equation (3.3):

9(b) =
∑
l

(US [al, b] − US [al+1, b]) (3.10)

where−∞ < l < +∞, andal 6 al+1. Thus, Liml→−∞al = 0+, and Liml→+∞al = +∞.
In terms of the kernelS the above partition becomes

9(b) = 1

ν

∑
l

∫ +∞

−∞
dx

(
1

al
S
(
x − b
al

)
− 1

al+1
S
(
x − b
al+1

))
9(x). (3.11)

We have implicitly assumed the variable ‘b’ to be arbitrary. At thelth scale value, ‘al ’,
let us define the representation

b = nl [b]1l + δl [b] (3.12)

(| δl [b]
1l
| < 1), where1l is some suitable sequence of non-negative values (to be determined),

andnl [b] an appropriate integer expression.
Let us now conjecture that for eachal scale we have(

1

al
S
(
x − b
al

)
− 1

al+1
S
(
x − b
al+1

))
=

+∞∑
j=−∞

D(nl [b] − j)Wl(x − ξ (l)b (j)) (3.13)

involving the linear function,ξ (l)b (j) = 1l × j + δl [b], as well as the (to be specified) discrete
function,D(j), and the continuous functionsWl(x).

In order to assess the validity of these relations for each ‘l’, we first transform them into
their Fourier space equivalent:

e−ikb(Ŝ(alk)− Ŝ(al+1k)) =
∞∑

j=−∞
D(nl [b] − j)Ŵl(k)e

−ikξ (l)b (j) (3.14a)

or (upon relabelling the integer summation index)

e−ikb(Ŝ(alk)− Ŝ(al+1k)) =
∞∑

j=−∞
D(j)Ŵl(k)e

−ikξ (l)b (nl [b]−j). (3.14b)

Upon substitutingξ (l)b (nl [b]−j) = 1l×(nl [b]−j)+δl [b], and noting thatb = 1l×nl [b]+δl [b],
equation (3.14b) simplifies to

(Ŝ(alk)− Ŝ(al+1k)) =
[ ∞∑
j=−∞

D(j)eikj1l

]
Ŵl(k). (3.15)
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We can simplify the understanding of equation (3.15) if we defineρl ≡ al+1
al
> 1 and make

the corresponding change of variables, resulting in

(Ŝ(k)− Ŝ(ρlk)) =
[ ∞∑
j=−∞

D(j)ei 1l
al
jk

]
Ŵl

(
k

al

)
. (3.16)

Since equation (3.16) must hold for all ‘l’, the simplest choice is to takeρl = ρ > 1, 1l
al
= f ,

andŴl(
k
al
) = Ŵ0(

k
a0
), involving constant (l-independent) expressions on the right-hand side.

Summarizing these, we have

al = a0ρ
l (3.17a)

1l = f al = f a0ρ
l (3.17b)

and

Ŵl(k) = Ŵ0

(
al

a0
k

)
= Ŵ0(ρ

lk) (3.17c)

or, in terms of the configuration space transforms:

Wl(x) = 1

ρl
W0

(
x

ρl

)
. (3.17d)

The above equations define the generalA-adic representation.
It therefore follows that the only remaining relation to be validated is equation (3.16)

rewritten according to the above constraints:

(Ŝ(k)− Ŝ(ρk)) = R̂(k) (3.18a)

where

R̂(k) ≡
[ ∞∑
j=−∞

D(j)eifjk

]
Ŵ0

(
k

a0

)
. (3.18b)

The above relation constrains the three functionsŜ(k), Ŵ0(k), and ϒ̂(k) ≡∑∞
j=−∞D(j)eifjk, which is periodic. As in the CWT case, acceptable choices forŴ0 andD(j)

must generate a scaling function,S(x), whose zeroth moment is nonzero,ν = ∫ dx S(x) 6= 0,
and otherwise well behaved (i.e. integrable, Fourier transformable, etc). We shall be working

with ρ = 2 (i.e. the dyadic case),f = a0 = 1, D(j) = −Nh∂2
j e−

j2

2 = Nh(1− j2)e−
j2

2 ,

andW0(x) = −Nh∂2
xe−

x2

2 or Ŵ0(k) = Nhk2e−
k2

2 . For this case, the analysis detailed in the
appendix yieldsν ≈ 3.427. In addition, the form of thek-space scaling function is depicted
in figures 1 and 2.

3.3. DCWT reconstruction

The DCWT reconstruction of the wavefunction follows upon incorporating equations (3.13)
and (3.17) into (3.11) (recall,b = nl [b]f a0ρ

l + δl(b)):

9(b) = 1

ν

+∞∑
l=−∞

+∞∑
j=−∞

D(nl [b] − j)
∫ +∞

−∞
dxWl(x − ξ (l)b (j))9(x) (3.19a)

or (Wl(x) = 1
ρl
W0(

x
ρl
)).

9(b) = 1

ν

+∞∑
l=−∞

+∞∑
j=−∞

D(nl [b] − j) 1√
ρl
W9(ρl, f a0jρ

l + δl [b]) (3.19b)
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Figure 1. k-space plot of scaling function.

Figure 2. Log2 plot of scaling function.
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whereW9(ρl, f a0jρ
l + δl [b]) = 1√

ρl

∫ +∞
−∞ dxW0(

x−{f a0jρ
l+δl [b]}

ρl
)9(x).

There are several variations on equation (3.19b) of interest to us. The first involves
rewriting the argument of theD function according tonl [b] − j = nl [b]×1l+δl [b]−j×1l−δl [b]

1l
or

nl [b] − j = b−j×1l−δl [b]
1l

= b−jf a0ρ
l−δl [b]

f a0ρl
. Substituting in equation (3.19b) yields

9(b) = 1

ν

+∞∑
l=−∞

+∞∑
j=−∞

D
(
b − f a0jρ

l − δl [b]
f a0ρl

)
1√
ρl
W9(ρl, f a0jρ

l + δl [b]). (3.20)

If the wavelet transform is concentrated at sufficiently small scales, then the above expansion
simplifies since Liml→−∞δ[b] → 0 (and Liml→−∞n[b] →∞). One then obtains the dyadic
structure quoted in equation (1.9):

9(b) ≈ 1

ν

+∞∑
l=−∞

+∞∑
j=−∞

W9(ρl, f a0jρ
l)

1√
ρl
D
(
b − f a0jρ

l

f a0ρl

)
. (3.21)

Taking f a0 = 1, ρ = 2, W0(x) = −Nh∂2
xe−

x2

2 (i.e. Ŵ0(k) = Nhk2e−
k2

2 ), andD(j) =
−Nh∂2

j e−
j2

2 , we recover the (approximate) dyadic expansion in equation (1.9).
Another possibility is to transform equation (3.19) into the form

9(b) = 1

ν

+∞∑
l=−∞

+∞∑
j=−∞

D(j)
1√
ρl
W9(ρl, b − f a0jρ

l) (3.22)

whereW9(ρl, b − f a0jρ
l) = 1√

ρl

∫ +∞
−∞ dxW0(

x−{b−f a0jρ
l}

ρl
)9(x).

If 9 corresponds to an atomic measure,9(x) = ∑I
i=1Aiδ(x − βi), with µ(p) =∫

dx xp9(x) = ∑I
i=1Ai (βi)p, then the wavelet transform integral can be transformed into

a superposition of dilated and translated versions of the derivatives of the mother wavelet
expression:

9(b) = 1

ν

+∞∑
l=−∞

+∞∑
j=−∞

+∞∑
p=0

D(j)µ(p)
ρl(p+1)p!

W (p)

0

(
f a0jρ

l − b
ρl

)
. (3.23)

3.4. An alternative formulation

Returning to equation (3.11), we do not have to define our partition ending ata∞ = +∞.
Instead, we can takea+1 = +∞, andal → 0, for l: 0→−∞. We can use the same formalism
as before, takingρl = al+1

al
, for l 6 −1. Again, upon takingρl = ρ, a constant, we obtain

al = a0ρ
l . The reconstruction formula in equation (3.22) would then become

9(b) = 1

ν

[
1

a0

∫
dx S

(
x − b
a0

)
9(x) +

−∞∑
l=−1

+∞∑
j=−∞

D(j)√
ρl
W9(ρl, b − f a0jρ

l)

]
. (3.24)

4. A numerical example

We illustrate the MQ-DCWT formalism by applying it to the ground state of the quartic
anharmonic oscillator problem defined by the potentialV (x) = mx2 + gx2q , q = 2. The
specific MQ formalism for this problem is presented within the general anharmonic oscillator
problem (q > 2) formalism, for completeness. A fuller discussion is given elsewhere (HM
1998).
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Table 1. Energy and missing moments.

µ(l = 0, 2)
V (x) E (µ(odd) = 0)

x2 + x4 1.392 351 6415 0.642 670 6223
0.357 329 3777

Translating the Schrödinger equation by ‘b’, and working with the configuration
8γ,b(x) ≡ e−γ x

2
9(x + b) (for the Mexican hat wavelet case), whereγ ≡ 1

2a2 , results in
the differential equation

−[∂2
x + 4γ x∂x + {2γ + 4γ 2x2}]8γ,b(x)

+

[
m{x2 + 2bx + b2} + g

2q∑
i=0

(
2q
i

)
b2q−ixi

]
8γ,b(x) = E8γ,b(x). (4.1)

The power moments of interest areµγ,b(p) ≡
∫∞
−∞ dx xp8γ,b(x). Multiplying both sides

of equation (4.1) byxp and performing the necessary integration by parts, one obtains the
moment equation

−p(p − 1)µγ,b(p − 2) + [γ (4p + 2) +mb2 + gb2q − E]µγ,b(p)

+[2bm + 2gqb2q−1]µγ,b(p + 1) + [m− 4γ 2 + gq(2q − 1)b2q−2]µγ,b(p + 2)

+g
2q−1∑
i=3

(
2q
i

)
b2q−iµγ,b(p + i) + gµγ,b(p + 2q) = 0. (4.2)

The missing moment order isms = 2q − 1. One can then define theMγ,b,E(p, l) coefficients
in equation (2.10), which must also satisfy equation (4.2) for fixedl, as well as the initialization
conditionsMγ,b,E(i, j) = δi,j for 06 i, j 6 ms .

For the quartic anharmonic problem, the ground state energy and missing moments
µγ=0,0(l) were determined through the eigenvalue moment method of Handy, Bessis and
co-workers (1988a, b). A recent generalization of it also facilitates the analysis of excited
states (Handy 1999a). Another possible approach is to use the quantization methods in the
work by Tymczaket al (1998a, b). As previously noted, all of these determine the energy
and missing moments before the coupled moment equations (i.e. equation (1.2) or (4.3)) are
integrated with respect to the inverse scale variable,γ . Alternatively, other recent methods
use equation (4.3) directly in order to determine the energy and missing moments (Handyet al
1999, Handy 1999b).

We will assume in the following numerical analysis that the energy and missing moments
have been determined prior to integrating equation (1.2). For the case of the quartic anharmonic
oscillator, the relevant equations (analogous to equation (2.13)) become

∂

∂γ


µγ,b(0)
µγ,b(1)
µγ,b(2)
µγ,b(3)

 =


0 0 −1 0
0 0 0 −1

M2,0[γ ] M2,1[γ ] M2,2[γ ] M2,3[γ ]
M3,0[γ ] M3,1[γ ] M3,2[γ ] M3,3[γ ]



µγ,b(0)
µγ,b(1)
µγ,b(2)
µγ,b(3)

. (4.3)

The specification of the matrix coefficients are given elsewhere (HM 1996).
In table 1 we quote the physical energy and missing moment values for the ground state

of the quartic anharmonic oscillator. Utilizing these as initial values in the integration of
equation (4.3), we can integrate the coupled moment equations up to any finite inverse scale
(γ <∞) and translation values (−∞ < b < +∞). Note that equation (2.6) is implicitly used
in determining the requiredµγ=0,b(p).
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Table 2. Asymptotic estimates for9(b).

δγ b γs

√
γs
π
µγs ,b(0)

2γ
3
2
s√
π
µγs ,b(2) 9true(b)

10−3 0 26 0.322 0.314 0.325
1 25 0.152 0.154 0.151
2 24 0.839(−2a) 0.112(−1) 0.705(−2)
3 23 0.143(−4) 0.364(−4) 0.610(−5)
4 30 0.376(−6) 0.677(−5)

10−4 0 84 0.325 0.323 0.325
1 83 0.151 0.152 0.151
2 82 0.742(−2) 0.822(−2) 0.705(−2)
3 81 0.777(−5) 0.117(−4) 0.610(−5)
4 29 0.462(−6) 0.506(−5)

10−5 0 200 0.326 0.325 0.325
1 200 0.151 0.151 0.151
2 200 0.717(−2) 0.751(−2) 0.705(−2)
3 200 0.665(−5) 0.808(−5) 0.610(−5)
4 30 0.390(−6) 0.440(−5)

a To the power of ten.

Knowledge of the moments allows us to determine the Mexican hat wavelet transform
for scale and translation values required in any of the DCWT reconstruction formulae cited
in section 3.2 (i.e. equations (3.19)–(3.24)). The specific reconstruction procedure adopted

here utilizes the Mexican hat wavelet and dual function expressionsW0(x) = −Nh∂2
xe−

x2

2 =
Nh(x2 − 1)e−

x2

2 , D(j) = Nj (j2 − 1)e−
j2

2 , respectively (Nh = 2√
3
√
π

), for dyadic parameter

values,ρ = 2, f a0 = 1. The Mexican hat wavelet transform is given by

W9(a(γ ), ξ) = (2γ ) 1
4Nh(µγ,ξ (0)− 2γµγ,ξ (2)). (4.4)

Two important relations are the asymptotic expressions (i.e. equation (2.14))

Limγ→∞

√
γ

π
µγ,b(0) = 9(b) (4.5a)

and

Limγ→∞
2γ

3
2√
π
µγ,b(2) = 9(b). (4.5b)

We can integrate equation (4.3) using Runge–Kutta (RK) methods. In table 2 we compare
both asymptotic estimates for9(b), for various RK step sizes,δγ .

For a givenδγ (the RK integration step), the RK integration with respects toγ , for fixedb,
became unstable forγ values beyond those cited in table 2 (with the exception of theγ = 200
values quoted). From equation (3.22), at a givenb value, we want to sum over the DCWT
terms,W9(2l , b − j2l), for which the scale and translation values (a = 2l , ξ = b − j2l ,
respectively) are within the numerical stability region of our RK integration. Asl → +∞
(al →∞, γl → 0), our RK analysis suggests thatξ can be arbitrary. However, asl → −∞
(al → 0, γl → ∞), then the results in table 2 limit the translation values accordingly. In
figure 3 we compare the true ground state solution (normalized according9(0) = 0.325,
Handy and Murenzi (1996)) with the expansion in equation (3.22). The ‘l’ and ‘j ’ summation
indices were chosen to be consistent with the aforementioned numerical stability requirements
as well as:−10 6 l 6 30 and|j2l| 6 5. Also, δγ = 10−4. The numerical results are
satisfactory and validate our formalism.
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Figure 3. DCWT approximation of ground state:−∂29(x) + (x2 + x4)9(x) = E9(x).

5. Conclusion

We have shown how MQ naturally leads to an exact (A-adic) discrete–continuous wavelet
formulation for reconstructing the wavefunction corresponding to arbitrary, one-dimensional,
rational fraction potential functions.
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Appendix. (Analysis of equation (3.18))

As noted in section 3, the relations in equations (3.18a), (3.18b) constrain the three functions
Ŝ(k), Ŵ0(k), andϒ̂(k) ≡ ∑∞

j=−∞D(j)eifjk, which are periodic. Acceptable choices for

Ŵ0 andD(j) must generate a scaling function,S(x), whose zeroth moment is nonzero,
ν = ∫

dx S(x) 6= 0, and otherwise well behaved (i.e. integrable, Fourier transformable,

etc). We shall be working withρ = 2, f = a0 = 1,D(j) = −Nh∂2
j e−

j2

2 = Nh(1− j2)e−
j2

2 ,

andW0(x) = −Nh∂2
xe−

x2

2 or Ŵ0(k) = Nhk2e−
k2

2 . Recall thatR̂(k) ≡ ϒ̂(k)Ŵ0(k).
For future reference, under the above conditions,|ϒ̂(k)| <∑

j |D(j)| <∞. Also,

WS(k) ≡
∑
j=0

Ŵ0(ρ
j k) = Nhk2

∑
j=0

(ρ2)je−
1
2 (kρ

j )2 (A.1)
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converges, fork 6= 0, by the ratio test (i.e. exp(− 1
2k

2[ρ2 − 1]ρ2j ) → 0, asj → ∞).
Furthermore, Limk→∞WS(k) = 0, since for a sufficiently largeJ , and j > J , we have
ρ2j > 2jρ +CJ , for the positive constantCJ = ρ2J − 2Jρ. This then yields

WS(k) < Nhk2

( J−1∑
j=0

(ρ2)je−
1
2 (kρ

j )2 +
∑
j=J
(ρ2)je−

1
2 (k

2[2jρ+CJ ])

)
(A.2a)

or

WS(k) < Nhk2

( J−1∑
j=0

(ρ2)je−
1
2 (kρ

j )2 + ρ2J e−
1
2k

2(CJ+2ρJ )

1− ρ2e−ρk2

)
(A.2b)

providedρ2e−ρk
2
< 1.

Consider the infinite sequence of pointsk∗ρi , for i ∈ (−∞,+∞), andk∗ ∈ (1, ρ]. Clearly,
all points along the positivek-axis can be related to somei andk∗ value. Takingσi ≡ Ŝ(k∗ρi)
(whereσ0 is arbitrary), we obtain

σi+1 = σi − R̂(k∗ρi). (A.3)

Thus, knowledge ofσ+∞ determines all theσi values. We shall return to this in equation (A.8b).
If we assumeR̂(k) is continuous atk = 0, then equation (A.3) becomes (approximately)

σi+1 ≈ σi − R̂(0) which leads to the asymptotic limitσi = c(k∗) − (R̂(0))i, asi → −∞.
Therefore, to avoid unbounded solutions, we require that

R̂(0) = ϒ̂(0)Ŵ0(0) = 0. (A.4)

The general solution to equation (3.18a) is of the form

Ŝ(k) = �̂(k) + P̂(k) (A.5)

where�̂(k) = ∑∞
i=0 R̂(ρik) and P̂(k) = ∑+∞

n=−∞ cne
2π i ln(k)

ln(ρ) , is an arbitrary, geometrically
periodic function,P̂(k) = P̂(ρk) (ρ > 1). Note thatP̂(k) is the general homogeneous
solution to equation (3.18a) (corresponding to an arbitrary, conventionally periodic solution
in the variable ln(k), with period ln(ρ)).

Through the analysis presented in the context of equations (A.1)–(A.2b) one can argue that
�̂(k) exists and is asymptotically zero, ask →∞. Since it corresponds to a special solution
to equation (3.18a), it will be geometrically periodic at the origin (with infinite derivatives),

Lim l→∞(�̂(kρ−(l+1))− �̂(kρ−l)) = 0 (A.6)

as well as discontinuous atk = 0, despite the fact that̂R(0) = 0.
Just as�̂(k) becomes nondifferentiable ask → 0, so too will the general homogeneous

solution P̂(k) (other than the trivial constant solution). However, it is possible to combine
both to produce a special analytic solution.

If we conjectureŜ(k) to be analytic, then it is uniquely determined, up to a constant. In
this case,R̂(k) is also analytic. Let

Ŝ(k) = 1√
2π

∑
n>0

ν(n)

n!
(−ik)n (A.7a)

and

R̂(k) ≡ 1√
2π

∞∑
n=0

τn(−ik)n (A.7b)

then

[1− ρn] ν(n)
n!
= τn. (A.7c)
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Note that self-consistency requiresR̂(0) = 1√
2π
τ0 = 0. Furthermore,ν(0) is undetermined

and arbitrary. Application of the ratio test readily shows that the radius of convergence for
Ŝ(k) is determined by that for̂R(k) since ρ

n+1
ν(n+1)
ν(n)
→ τn+1

τn
, asn→ +∞.

Denoting this special (up to an arbitrary constant) analytic solution byŜa(k), it must be
representable in terms of the general solution given in equation (A.5),Ŝa(k) = �̂(k) + P̂s(k),
for a special geometrically periodic configuration,P̂s(k), capable of smoothing out the infinite
oscillations, at the origin, exhibited bŷ�(k). Since�̂(k)→ 0, ask→∞, thenŜa(k) becomes
geometrically periodic at infinity and nonzero.

Clearly, from the entire preceding analysis, the only special solution is the one
corresponding to

Limk→+∞Ŝ(k)→ 0 (A.8a)

as defined bŷ�. In terms of the iterative representation in equation (A.3), we have

Lim i→+∞σi = 0. (A.8b)

This means that we will be taking

Ŝ(k) =
+∞∑
i=0

R̂(ρik). (A.9)

We can generate this solution directly from equation (A.9) (which would entail two series
summations, one for generatinĝR, the other for generating equation (A.9)), or through a
numerical iteration based on equation (A.8b). We adopted the latter, as explained below. Note
thatŜ(k) = Ŝ(−k) (becauseR̂(k) = R̂(−k) and equation (3.18a)).

The zeroth moment of the scaling function,ν(0), is required in any signal-wavelet
reconstruction formulation. The specialŜ(k) solution being considered has an inverse Fourier
transform (i.e. becausêS(k) is asymptotically bounded),S(x). However, becausêS(k) is
not analytic at the origin (due to its geometrically periodic nature), we cannot determine
S ’s zeroth moment from the usual relation (ν(0) 6= √2π Ŝ(0)). Neither can we take
ν(0) = √2πLimε→0(

1
2ε

∫ +ε
−ε dk Ŝ(k)), sinceνε = 1

2ε

∫ +ε
−ε dk Ŝ(k) would be geometrically

periodic as well, and not have a limit asε → 0+. To see this, consider any geometrically

periodic function,P̂(k). Let ε = k0ρ, then νε [P̂] = √2π
∑∞

i=0 ρ
−iα∑∞

i=0 ρ
−iλ =

√
2π α

λ
, where

α = ∫ ρk0

k0
dk P̂(k), andλ = k0(ρ − 1). Accordingly,νε(k0)[P̂] =

√
2π

ρ−1

∫ ρ
1 dk P̂(k0k), which is

geometrically periodic ink0, with geometric periodρ.
We are then forced to take the logarithmic average

ν(0) =
√

2πLimε→0

∫ 3
ε

dk
k
Ŝ(k)∫ 3

ε
dk
k

(A.10a)

or

ν(0) =
√

2πLimln(ε)→−∞

∫ ln(3)
ln(ε) dξ Ŝ(eξ )∫ ln(3)

ln(ε) dξ
(A.10b)

for arbitrary3. This is equal to

ν(0) =
√

2πLimε→0

∫ ln(ε)
ln(ε)−ln(ρ) dξ Ŝ(eξ )

ln(ρ)
. (A.10c)

The justification for taking the logarithmic average is as follows. Consider defining the
zeroth moment of the inverse Fourier transform function,S(x), in terms of a limiting process
(ε → 0) for the integral∫ +∞

−∞
dx R∗ε,3(x)S(x) =

∫ +∞

−∞
dk R̂∗ε,3(k)Ŝ(k) (A.11)
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whereŜ(k) = Ŝ(−k) andR̂ε,3(k) = R̂ε,3(−k). Let

R̂ε,3(k) =


0 |k| < ε√

π
2

ln(3
ε
)|k| ε 6 |k| 6 3

0 |k| > 3.

(A.12)

This reproduces equation (A.10a). We now show thatRε,3(x) becomes unity in theε → 0
limit.

The regulating functionRε,3(x) is given by the inverse Fourier transform integral

Rε,3(x) = 1√
2π

∫
dk eixkR̂ε,3(k) (A.13a)

which becomes

Rε,3(x) = 1

ln(3
ε
)
Re

(∫ 3

ε

dk
eixk

k

)
. (A.13b)

This expression is related to the exponential integral (i.e. Abramowitz and Stegun 1972).
Clearly,Rε,3(0) = 1, and Limx→∞Rε,3(x) = 0. Asε → 0,Rε,3(x)→ 1 since

Rε,3(x) = 1

ln(3
ε
)
Re

(∫ 3
ε

1
dk

eixεk

k

)
(A.14)

yields the expansion

Rε,3(x) = 1 +
1

ln(3
ε
)

( ∑
n=2,4,...

(−1)
n
2 xn

n!n
(3n − εn)

)
. (A.15)

For the specific case being considered here (i.e.ρ = 2, a0 = f = 1, D(j) =
Nh(1− j2)e−

j2

2 , andŴ0(k) = Nhk2e−
k2

2 ), figures 1 and 2 show the estimates forσi→−∞(k∗),
according to the numerical procedure previously suggested. That is, upon choosingk∗ ∈ (1, 2],
we determined thêS(k∗) value satisfying equations (A.8a), (A.8b), for 0 6 i < +∞. Using
this Ŝ(k∗) value, we recursively generateσi backwards, corresponding toi → −∞. The
limiting values of this procedure are given in the cited figures. The bounded, oscillatory,
nature ofŜ(k) (corresponding to equation (A.9)) is immediate. Using equation (A.10c), the
valueν ≈ 3.427 is obtained, which compares well with Daubechies’ estimate of6.819

2 = 3.410
as given in equation (1.9).
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